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A B S T R A C T   

Modeling and simulations are important methods in environmental research. Currently, massive simulation re-
sources from different domains have been developed to simulate various dynamic phenomena and processes to 
address different environmental problems. These heterogeneous simulation resources (e.g., models, data, and 
servers) can be wasted if they are not shared and reused effectively. Recently, experts may exchange resources 
and conduct simulations in the open web environment via these shared and distributed services. However, some 
challenges remain, such as the heterogeneity and reusability of simulation resources. The goal of this study was 
to analyze typical scenarios involved in simulation tasks and design a set of service-oriented interfaces for 
different simulation resources. These interfaces, including the model description interface, model encapsulation 
interface, server management interface and sim-task operation interface, can be used to describe, encapsulate, 
manage and invoke environmental simulation resources, which can further contribute to resource assembly for 
environmental simulation tasks. This study evaluated the case of PM2.5 concentration distribution simulation by 
meteorological data, land cover data and a random forest model in 2014. Using the designed interface, this study 
conducted the simulation and explored the influence of different interpolation methods (inverse distance 
weighting (IDW) and kriging) for meteorological data in the random forest-based PM2.5 concentration simu-
lation. For this case, the results show that kriging is a more suitable interpolation method than IDW for mete-
orological data in the simulation, and this interface design can organize simulation resources, configure tasks, 
and balance task loads in different servers on the open web.   

1. Introduction 

Environmental issues analysis always involves many dynamic phe-
nomena and processes, such as soil pollution, flood, traffic noise and 
climate change (Serreze, 2011; Chen et al., 2015; Tóth et al., 2016; Chen 
and Lin, 2018; Conde-Cid et al., 2019; Nourani et al., 2019; Sun et al., 
2019; Wang et al., 2019). Many studies have proven that modeling and 
simulations are effective ways to explore dynamic phenomena and 
processes to support further research and policy decisions to address 
environmental issues (Demeritt and Wainwright et al., 2005; Parsons, 
2011; Chen et al., 2013; Lin et al., 2013a, 2013b; Albanesi and Albanesi, 

2014; Lin and Chen, 2015; Lü et al., 2019; Chen et al., 2020; Koo et al., 
2020). To date, massive model resources have been developed in 
different domains for various environmental issues, such as atmospheric 
(Todorova et al., 2010), hydrology (Basnyat et al., 2000; Li et al., 2013), 
soil (Seibert et al., 2009; Li et al., 2017) and ecology (Li et al., 2018). In 
the processes of environmental simulation, there are models (such as 
interpolation, sample and iteration) to make up these processes (Ska-
marock and Klemp, 2008; Neitsch et al., 2009). In addition to these 
model resources, simulation also requires data and server resources. 
Making multiple copies of these simulation resources is wasteful; 
instead, they should be shareable and reusable by others (Granell et al., 
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2013; Hutton et al., 2016; Zhang and Zhu, 2018; Knox et al., 2019). 
Thus, simulation resource sharing and reuse have become essential 
prerequisites for researchers to assemble models, data and server re-
sources for environmental simulation tasks (Tenopir et al., 2011; Belete 
et al., 2017; Yi et al., 2018; Yue et al., 2019; Gan et al., 2020; Gichamo 
et al., 2020). However, the model, server and data resources are often 
heterogeneous, which poses a challenge to resource sharing (Yue et al., 
2015; Wen et al., 2017; Zhang et al., 2019b). 

To confront this challenge, an increasing amount of research has 
appeared. First, researchers have concentrated on component-based 
sharing, such as modular modeling language (MML), the Open Model 
Interface (OpenMI) Component Modeling Interface (CMI) and Basic 
Modeling Interface (BMI) from Community Surface Dynamic Modeling 
System (CSDMS)) (Maxwell and Costanza, 1997; Gregersen et al., 2007; 
Peckham et al., 2013; Peckham, 2014). Second, with the development of 
the web, web services, such as Web Services Description Language 
(WSDL), Open Geospatial Consortium Web Processing Service (OGC 
WPS), and The Cloud Services Innovation Platform (CSIP), have become 
a new trend for resource sharing (Christensen et al., 2001; Open Geo-
spatial Consortium, 2007; Michaelis and Ames, 2009; David et al., 2014; 
Deng et al., 2019; Gao et al., 2019; Omidipoor et al., 2019). Third, 
several related projects have begun to engage in resource sharing and 
reuse by application or platform. For example, HydroShare is a platform 
that shares and reuses model and data resources and describes their 
hydrological models and data using the Open Archive Initiative’s Object 
Reuse and Exchange (OAI-ORE) standard (Tarboton et al., 2014; Hors-
burgh et al., 2016); The Community Surface Dynamic Modeling System 
(CSDMS) has a website for model repositories to share related resources 
of models (Peckham et al., 2013; Overeem et al., 2013); Tethys is a 
Python-based scripting application development toolkit for modeling 
water resources. It provides a Python scripting environment through 
which users can share functions that process data, perform map 
rendering and manage distributed resources (Jones et al., 2014; Swain 
et al., 2016; Kadlec and Ames, 2017; Qiao et al., 2019). 

However, at the outset, it is still difficult to share various kinds of 
different models. As shown in Table 1, different models have different 
features or granularity. For example, component-based sharing is suit-
able for constructing an open source model as a component, such as 
Landlab models, the Storm Water Management Model (SWMM) and the 
random forest model, but may be inappropriate for black box style 
models, such as Ground Water System (GMS) and MIKE11; some of them 
are large systems with many sub-modules, such as the Soil and Water 
Assessment Tool (SWAT) model and Weather Research Forecast (WRF) 
model, while others are simply data processors or algorithms, such as 
the Random Forest model. Thus, the heterogeneity among various model 
resources restricts resource sharing and reuse. Second, current research 

has focused on sharing simulation resources; however, these approaches 
do not satisfy the requirements for assembling different types of simu-
lation resources in simulation tasks. For example, component-based 
sharing (such as Landlab, which follows the BMI standard) and 
service-oriented sharing (such as the Biogeographic WPS, which follows 
the WPS) are suitable standards for model sharing; however, users need 
to assemble other resources by themselves. A previous study has 
explored model-sharing methods on the web; however, their reuse and 
the assembly of other resources in one environment simulation task 
remains difficult (Zhang et al., 2019b). 

The goal of this study was to design a series of service-oriented in-
terfaces to support simulation resource reuse among experts and 
contribute to resource assembly for environmental simulation tasks on 
the web. We designed the PM2.5 simulation in different interpolation 
methods of meteorological data to verify the benefits of our interface 
design. The remainder of this article is organized as follows. Section 2 
analyzes the types of resources and usage scenarios for simulation tasks 
and the design process. Section 3 describes the detailed designs of 
different interfaces. Section 4 discusses an experiment of PM2.5 con-
centration simulation based on different interpolation methods (IDW 
and kriging) for meteorological data in Beijing using the designed in-
terfaces. Section 5 discusses the advantages and remaining technology 
challenges and then summarizes this research. Finally, Section 6 dis-
cusses the conclusions and future work. 

2. Resource analysis and methods design 

2.1. Resource analysis 

Environmental simulation tasks typically include several types of 
resources. If model users want to use a model in one environmental 
simulation task, they need the related model documentation, model 
executable files, simulation data and servers (Yue et al., 2020). As shown 
in Fig. 1, in this study, we classify the simulation resources as model 
resources, data resources and server resources. Generally, model re-
sources are sourced from the model authors or developers and always 
have two parts: model descriptions and model usage materials. The 
model description is the introduction of the model, which includes 
metadata of models (such as the name, version, input/output data 
configuration, execution environment and dependencies). The model 
descriptions are always embodied in types of media with unstructured 
formats, such as user’s guides, homepages, and articles. Model usage 
materials can be a model program or script for simulation executing, 
including executable files, components, and scripts. Data resources, 
which are simulation data in the task, include the input data (such as 
DEM, land cover, and weathers.) needed to execute the models and are 

Table 1 
Differences among models.  

Models Types Inputs Outcomes Drawbacks References 

SWAT Executable file/plug DEM, Land use, Soil, Weather (Files) Stream flow, etc. (Files) Hard to wrap as component Neitsch et al. (2011) 
WRF Executable file Observation Data/WRF Terrestrial 

Data/Gridded Data (Files) 
Temperature (.nc file) Cannot run on Windows 

platform 
Skamarock and 
Klemp (2008) 

GMS Executable file DEM, Drilling Data Iso-surfaces, etc. Commercial Gogu et al. (2001) 
MIKE11 Executable file Watershed, River shape, etc. Water quality, etc. Hard to wrap as component Thompson et al. 

(2004) 
FDS Executable file Grids, 3D model, materials, etc. (Files) Smoke view, statistic 

data (Files) 
Hard to wrap as component McGrattan and 

Forney (2006) 
FVCOM Executable file Tides/winds/heat flux/date (Files) Waves Direction (Files) Hard to wrap as component Chen et al. (2003) 
SWMM Executable file/GUI/ 

components (OpenMI) 
Pipe network/rainfall/DEM (Files) Report/output (Files) Hard to wrap as component Rossman (2010) 

Landlab Source Code/Components 
(BMI) 

Any (Data stream/parameters) Any (Data stream/ 
parameters) 

Hard to assemble with other 
simulation resources 

Hobley et al. (2017) 

Random Forest Source Code/Components Training Data/Source Data (Data 
stream/parameters) 

Predicting Data (Data 
stream) 

Hard to assemble with other 
simulation resources 

Farnaaz and Jabbar 
(2016) 

Biogeographic 
WPS 

Web Service land-cover, DEM, etc. (Files) Related results (Files) Lack of input/output 
description 

Graul and Zipf 
(2008)  

F. Zhang et al.                                                                                                                                                                                                                                   
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typically provided by the users. Server resources are used to load and 
execute the model resources and differ based on requirements; these 
may include PCs, servers, high performance computers (HPCs) and so 
on, with different operating systems, such as Windows, Linux, or MacOS. 

2.2. Usage scenario design 

As shown in Fig. 2, this study aims to design a set of service-oriented 
interfaces for the roles (model descriptors, model providers, server 
providers and model users) and related simulation resources (model, 
data and server resources) that can support resource sharing and reuse 
for environmental simulation tasks. In this scenario, with the help of 
sharing and reusing processes on the web, the participants use the in-
terfaces to contribute their resources for the simulation task. 

In environmental simulations, different participants could provide 
different resources and finish the simulation (Voinov and Bousquet, 
2010; Voinov et al., 2016). Model description, as one part of the model 
resource, always comes from model descriptors, who may be model 
authors or model founders. They always provide these descriptions by 

media, and others who want to understand the models need to acquire 
the unstructured descriptions from these media. Model usage materi-
als—another type of model resource—are typically available from the 
model providers. Using various programming and wrapper techniques, 
the model providers also provide model usage materials in multiple 
formats such as components (*.dll), executable files (*.exe), scripts (*. 
py, *.R) and web services. Server resources usually come from server 
providers. Server providers also need to provide information regarding 
which server resources are suitable for model execution. Model users 
play the role of organizing simulation tasks. These users may be inves-
tigating an environmental issue and have the related data resource that 
is needed to run an environmental simulation. 

A real scenario may not include separate participants for each role 
mentioned above because participants can play more than one role. In 
many cases, the model descriptions and usage material may be shared by 
the same providers. They can define the model and build the usage file at 
the same time. In addition, as computers become more advanced, model 
users often possess sufficient resources to run models themselves 
because most models do not need HPC resources. Thus, model users may 

Fig. 1. Simulation resources in environmental simulation tasks.  

Fig. 2. Resource sharing and reuse in a simulation task.  
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also play the server provider role and make their own PCs available as 
server resources. 

With the above roles, this article designs four interfaces to support 
related resource sharing and reuse. The interfaces are listed below:  

● Model description interface: support model descriptors to share 
model descriptions.  

● Model encapsulation interface: support model providers to share 
model usage material.  

● Server management interface: support server providers to share 
server resources. 

● Sim-task operation interface: support model users to share data re-
sources, and reuse model, data, and server resources. 

2.3. Interface-based process design 

As shown in Fig. 3, the sharing and reuse process design for the 
environmental simulation task has four interfaces (1–4) and involves 
five tools (a to f). The model description interface (1) aims to describe 
model resources using unstructured information. The model encapsu-
lation interface (2) is used to wrap the heterogeneous materials used for 
model resources. The server management interface (3) helps users 
manage their server resources, and the sim-task operation interface (4) 
can be used to assemble simulation resources and invoke shared models. 

These tools are designed to express or manage the simulation re-
sources in environmental simulation tasks and can take different forms, 
including files, URLs, and software. The tools include the Model 
Description Language (MDL) document (a), wrapped model programs 
(b), model deployment packages (c), service loaders (d) and model 
services (f). These tools already have documentation that specifies the 
details (Yue et al., 2016; Wen et al., 2017; Zhang et al., 2019b). 

The whole process has several steps, as shown below:  

● Model resources are usually described by the model description 
interface (1) and formatted into MDL documents (a). The MDL 
document focuses on describing a model; it includes a detailed 

description of model properties and execution parameters (Yue et al., 
2016). Users can obtain the model description information by 
parsing the MDL documents.  

● The model usage material can be a wrapped model program (b) using 
the model encapsulation interface (2). The wrapped model program 
is the entry point for running a model and exposes universal types of 
interactions and behaviors. This wrapper can be an executable file or 
script that can be executed in a target computing node.  

● The MDL document (a) and wrapped model program (b) can be 
packed as a model deployment package (c) with a designed role. The 
model deployment package is a package file that contains the file 
necessary to run the model, and it can be deployed in a service loader 
(d) as a model service.  

● Service loader (d) is software that can be deployed and published as 
web services or executed in a local area network. Readers seeking 
more information about sharing and reuse for service deployment 
and service loader can refer to Zhang et al. (2019b). Service loader 
and related server resources can be exposed through the server 
management interface (3).  

● Model services (e) are service-oriented model resources on the web. 
They expose an API through which model users can upload data and 
expose them as services and access the services using the sim-task 
operation interface (4). Model users can also assemble various 
types of resources for the environmental simulation tasks by 
invoking a model service via the interface. 

3. Detailed interface design 

3.1. Criteria 

As mentioned in Section 3, the process has four interfaces for three 
types of resources. Different resources have different requirements for 
resource sharing and reuse. Thus, different interfaces must be designed 
for different types of resources, and the interface criteria must meet a 
series of requirements for sharing and reuse. For example, specified 
model descriptions require the descriptions of multiple fields, including 

Fig. 3. Sharing and reuse process design for environmental simulation.  
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the model name, its input/output, its goal, etc., and the interface should 
be able to retrieve and modify these fields. Moreover, the interface 
should support interactions from multiple programming languages to 
make them suitable for heterogeneous environments. Below, we list 
some of the interface design criteria.  

● Cross platform: The tools and interfaces must support heterogeneous 
platforms such as Windows, Linux and MacOS.  

● GUI support: The interfaces should not only support programming 
interfaces but also GUI-based interactions with the resources and 
other content.  

● Multilanguage support: Insofar as possible, the SDK interfaces need 
to meet different users’ programming preferences (e.g., C#, Python, 
R, etc.).  

● RESTful style: All service-oriented interfaces in the web should 
follow the easy to use RESTful style. 

● Support for sharing restrictions and usage permissions: Some infor-
mation and functions need to be protected because of security 
considerations.  

● Detail interface description and related parameters: The interfaces 
and containing function should have detailed descriptions. 

Based on the above criteria, this study designs four interfaces. First, 
this article plans to use different programming languages (such as C#, 
Python, JAVA, etc.) for the model description interface and model 
encapsulation interface to build a universal structural description and 
interaction mechanism. Then, this article includes the design for a 
service-oriented server manager interface and sim-task operation 
interface. These interfaces would be published as web services and a 
corresponding SDK is designed for linking with them. The detailed 
interface design is shown below. 

3.2. Model description interface 

Model resources typically have many properties. Such properties are 
basic information, attribute information, behavior information and 
environment information. The basic information aims to indicate the 

model resource. The attribute information includes descriptive key-
words and sentences that describe what the model is, which category it 
belongs to, and what problems the model can solve. Hence, the behavior 
information can include running behaviors (such as initialization, 
parameter adjustment and data exchange) and related data templates. 
Behavior information also needs to support model encapsulation. 
Different models also require different environments; this need is sup-
plied by the environmental information, which can be useful in seeking a 
suitable server. 

The model description interface includes four modules for model 
resource description and some functions to transform them. As shown in 
Fig. 4, the model description interface, starting with the IModelClass, has 
basic functions, three subinterfaces to describe models and I/O func-
tions. The subinterfaces consist of IAttributeSet, IBehavior and IRuntime, 
which describe the attribute information, behavior information and 
environment information, respectively. 

Basic functions are designed to describe the complete information of 
the model resources, including the model name, UID, and execution 
style. The model name is the name of the model resource; A UID is a 
Unique Identification string assigned to specific model resources. The 
execution style is a field that lists the different execution styles of 
models, which have three styles: state simulation, simple calculation and 
time series. This field can be considered as a code template for model 
encapsulation. Related research about execution style can be found in 
Yue et al. (2015). This field also has four functions for formatting and 
parsing Extensible Markup Language (XML) files or streams. In addition 
to the above attributes, users also have three interactive functions that 
can retrieve the three subinterfaces (IAttributeSet, IBehavior, IRuntime) in 
IModelClass. 

IAttributeSet aims to classify model resources by category and provide 
a brief introduction. First, IAttributeSet can state category information 
about a model resource based on different classification systems. For 
example, the FDS model can be classified as GIScience & Remote Sensing- 
> Geographic Simulation in the classification system named Geography 
Subject in the OpenGMS platform. Thus, the principle should be Geogra-
phy Subject, and the path should be GIScience & Remote Sensing - 
Geographic Simulation. In addition, the model introduction may be 

Fig. 4. Model description interface.  
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available in many different languages. In IAttributeSet, the local attribute 
can be set to reflect different languages. The local settings for different 
languages are specified in ISO 639–1 and ISO 639–2 (Byrum, 1999). In 
addition to the local property, this interface can also set a localName for 
the model name in the corresponding language. Wiki, keywords and 
abstract hold the outside homepage link for model introduction (URL), 
model keywords and a brief introduction to the model, respectively. 

IBehavior is an interface for describing the model running behavior. 
Running a simulation always involves features such as steps, parameters 
and input/output data. The IBehavior interface includes three properties 
for describing these features: dataset item, parameters and state/event. 
The data item information is described by fields such as datasetName, 
datasetType, datasetDescription, externalId, and UdxContent. The data-
setType includes both the internal and external types. 

The internal dataset item describes the data schema inside the 
UdxContent using the Universal Data eXchange (UDX) model, and the 
external dataset item links the outside data item schema through the 
externalId field. UDX is a data model that can be used to describe het-
erogeneous data (Yue et al., 2015). The IBehavior interface model de-
scriptors include two types of global parameters: control parameters and 
process parameters. Control parameters is initialized at the beginning of 
model execution. Process parameters contain values that are important 
in allowing model users to obtain the key value of simulation during 
running. States and events are designed to show the various model steps 
and the input/output (I/O) behavior of the running model via the IBe-
havior interface. In IBehavior, I/O can be described as states and events. 
Related definitions can be referred to Zhang et al. (2019b). 

IRuntime is an interface that shows information about model execu-
tion dependencies and its runtime environment. Execution dependency 
information includes the version number, entry file and basic directions 
through the fields: version, entry and baseDir. 

Running environment information includes hardware and software 
configuration, assembly information, and support resources. These are 
described by the fields hardwareConfigures, softwareConfigures, assem-
blies, and supportiveResources, which include key and value pairs that 
describe the runtime environment. HardwareConfigures and softwar-
eConfigures are designed to describe the hardware and software envi-
ronment of server resources, such as central processing unit (CPU), 
memory, python, etc. Assemblies aim to reflect the public or private li-
brary dependencies of models at runtime. Public assemblies are public 
libraries or related files stored in the model loader (e.g., service 
container) that can be shared with all models stored in that loader, while 
private assemblies are libraries or related files stored in the model 
package. SupportiveResources record the necessary software or libraries 
attached to the package. Users can install them from the software 
included in the package. 

3.3. Model encapsulation interface 

Model encapsulation means wrapping a model as a standard model. 
The main task involved in wrapping a model is data interaction map-
ping, which can be performed by following the states/events in MDL. 
The states and events aim to map the model’s native logic to computer 
logic in the encapsulation for standardizing the models as components in 
a service loader. 

To meet the requirements mentioned above, we design the IMo-
delServiceContext for model providers to map methods during model 
encapsulation. As shown in Fig. 5, the IModelServiceContext interface 
provides functions for switching status, interacting with data and pa-
rameters, and posting messages. First, the status switching functions 
change the status of the model based on states and events. All simulation 
processes start at Initialize and end with Finalize. Enter State and Leave 
State are state switches during model execution, and during the current 
state, the model needs to fire events that involve I/O using Fire Event. 
Then, data and parameter interactions allow obtaining and setting the 
model’s data and parameters, such as data requests and responding to 

data and parameter interactions. Each data transmission has three parts: 
Flag, MIME and Body. Flag has three statuses that show whether the data 
are ready or have an error. The MIME type describes the format and type 
of data. Body reflects the value of data. There are also two types of global 
parameters: process parameters and control parameters declared in 
IBehavior. IBehavior also has message posting for exchanging messages 
with the model users, including normal messages, warning messages and 
error messages. 

3.4. Server management interface 

The interface IServerAdmin should shows the basic information and 
active hardware information needed to deploy a new model service and 
manage server resources. Shown as Fig. 6, the basic information in 
IServerAdmin includes the service loader version, platform (e.g., Win-
dows, Linux, MacOS, etc.) and host. The active hardware information 
includes current CPU, message resources and hard disk usage. In addi-
tion, this interface can also deploy new model services using model 
package files. When users deploy model services, they need to set 
properties such as accessibility, which determines restrictions on model 
service access by others. The manager can also acquire other resources 
stored by the server, such as model service logs, running instances and 
data caches. Although server resources are published as services on the 
web, the server management interface should include user access re-
strictions because server resources contain private information and 
functionality, such as CPU type, memory size and deployment capabil-
ities. An interface that does not guard against access to such information 
and functions would be accessible by anyone, which is dangerous. Thus, 
all server management interfaces are protected by a designed app key. 
The app key is a secret key generated by the service loader and used by 
the administrator and other management personnel to check and control 
the servers. All requests to the server management interface must 
append the key. 

The server management interface is designed for use by a manager of 
server resources. The interface is designed to be published as web API 

Fig. 5. Model encapsulation interface.  
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through the HTTP protocol. As previously mentioned, service-oriented 
model resources can be flexible on the web, and component-based 
styles are more familiar to model users. This research designs a 
service-oriented interface that can also support component-based 
development. The SDK uses the web request module to wrap model 
services as a component. As shown in Fig. 7, the components in the 
user’s computer link to the corresponding service via the network; for 
example, component A links with service A and component B links with 
service B. User can use an application to invoke the service by inter-
acting with the corresponding component. 

Based on the server management interface, in this study, we built a 
GUI in web apps and software to manage other server resources (Zhang 
et al., 2019b). As shown in Fig. 8, web applications and software can 
manage server resources and contain related model resources using the 

interface. 

3.5. Sim-task operation interface 

For the models that the server management interface publishes as 
services on the web, a service loader publishes a web API so that users 
can access the models and related services using the sim-task operation 
interface. The sim-task operation interface includes many subinterfaces 
that apply to different resources or functions, including IServer, IServi-
ceAccess, IModelService, IData, IModelResourcesRecord, and IModelServi-
ceInstance. The relationships between two subinterfaces are shown in 
Fig. 9. Before users invoke a model service, they need to bind the target 
server resource, using the IServer interface and specifying an IP address 
and port. Then, through IServer, model users can obtain the handlers for 
related resources. The IServiceAccess interface provides functions for 
checking, binding and generating related resources, such as binding a 
model service and uploading a data file. Users can retrieve other in-
terfaces to access these resources, including IModelService, IData, IMo-
delResourcesRecord and IModelServiceInstance. IModelService is used to 
obtain information and invoke the model. IData allows access to the 
input or output data. IData indicates the data resources in the service 
loader and downloads them to the local machine. IModelServiceRecord 
shows information about the running model and IModelServiceInstance 
provides a model that exposes a handler so users can interact with the 
running model. 

4. Experiment 

As an example, we designed an experiment that involves PM2.5 
concentration distribution inversion by a random forest algorithm in 
Beijing in 2014. Many studies have suggested that the PM2.5 concen-
tration is related to land cover and meteorological indicators (Guo et al., 
2017; Meng et al., 2018; Li and Zhang, 2019). The data in this task 
include land cover data, meteorological data and PM2.5 concentration 
data. The experiment uses the designed interfaces to wrap the model 
resources and publish them as services on the web. Then, we assemble 
the model service, data and server resources for the simulation task and 
analyze the results. 

4.1. Study area 

Beijing (39◦56′N, 116◦20′E) encompasses an area that exceeds 

Fig. 6. Server management interface.  

Fig. 7. Service-oriented style component.  
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16,410 km2 with a population of more than 21 million people (to 2019). 
Beijing is located along the northern edge of the North China Plain and 
has mountains in the western and northern regions—Xi mountain and 
Jundu mountain. Summer in Beijing is hot and rainy, whereas winter in 
Beijing is characterized by a cold and dry climate. In recent years, Bei-
jing has undergone fast urbanization and industrialization (Han et al., 
2014). The fast development of Beijing has led to massive energy con-
sumption, and the resulting pollutant emissions (such as PM2.5 pollu-
tion) increase year by year, which has adverse impacts on air quality, 
human health and the eco-environment (Li et al., 2011, 2014). 

4.2. Dataset 

The land cover data are obtained from the Land Cover Climate 
Change Initiative (CCI) and downloaded from the European Space 
Agency (EPA) (http://maps.elie.ucl.ac.be/CCI/viewer/index.php). The 
Land Cover CCI comprises annals data; we choose the year 2014. The 
resolution of the data is 300 m, and as shown in Fig. 10, land cover is 
classified as 18 types (in Beijing), such as urban area, forest, etc. The 
legend of land cover is shown in supplementary information, Appendix 
A. The data are shown in the OpenGMS platform (http://geomodeling. 
njnu.edu.cn/dataItem/5f198f5a1d03e5614d87862b). 

Fig. 8. Server management application interface.  

Fig. 9. Sim-task operation interface.  
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PM2.5 concentration data are derived from national sites monitoring 
data. As shown in Fig. 10, the data are obtained from 35 air monitoring 
sites distributed in Beijing by hour, from 0 am 1/1/2014 to 11 pm 12/ 
31/2014. The data have been processed as daily data with the average 
data of all valid data in one day and formatted in one shape file. The data 
are shown in the OpenGMS platform (http://geomodeling.njnu.edu. 
cn/dataItem/5ebacc831d03e539d6a4dd2e). 

As show in Fig. 10, the meteorological data consist of monitoring 
data from eight national sites (Beijing, Miyun, Huailai, Fengning, 
Chengde, Zunhua, Langfang, and Weixian) and cover daily data for the 
period 1/1/2014 to 12/31/2014. The meteorological data fields include 
max/min/mean temperature (◦C), precipitation (mm), mean/max wind 
speed (m/s), sunshine duration (h), min/mean relative humidity (RH) 
(%), max/min/mean pressure (hPa) and large/small evaporation (mm). 
Small evaporation refers to the evaporation from the 20 cm pan (E20), 
and the large evaporation refers to the evaporation from the E601 
evaporator. (Mao and Jiang, 2009; Xaymurat and Huang, 2011). Due to 
data missing, we decided to abandon the data from 12/1/2014 to 
12/31/2014. The data are shown on the OpenGMS platform (http://ge 
omodeling.njnu.edu.cn/dataItem/5ebace5f1d03e539d6746f2f). 

4.3. Methods 

The goal of this experiment is to predict the PM2.5 concentration 
distribution in Beijing by land cover data and meteorological data with 
different interpolation methods. As shown in Fig. 11, with the aim of 
matching meteorological data with monitoring sites, this study employs 
IDW interpolation and kriging-spherical interpolation to simulate the 
distribution of meteorological data. This study analyzes the results ob-
tained by the application of different interpolation methods to meteo-
rological data to show the influence of interpolation methods on a 
random forest. 

This study extracts meteorological data, land cover data and PM2.5 
concentration data in a daily dataset. Due to the limited dates of mete-
orological data, the PM2.5 data are limited from 1/1/2014 to 11/30/ 
2014. We then split the PM2.5 concentration data into training data and 

validation data by different air monitoring sites for cross-validation. We 
chose 20 sites for training and 15 sites for validation; the splitting of air 
monitoring sites is randomly performed by computer. Before simulation, 
this study deleted invalid data in PM2.5 concentration data, including 
values of 0 and values that exceed 1000. 

A random forest is a machine learning algorithm that has been 
demonstrated useful in previous studies for PM2.5 prediction (Hu et al., 
2017; Stafoggia et al., 2019). Using the Random Forest algorithm, we 
train a predictive model and obtain the prediction results. We validate 
the trained model using the verification data and obtained the assess-
ment results by measuring the R-squared (R2) and root mean square 
error (RMSE) (Gong et al., 2014). 

In this study, the related functions are encapsulated as model ser-
vices using the roadmap described earlier. The model services that need 
to be wrapped are listed in Table 2. Related models, tools and libraries 
are provided in the OpenGMS platform (http://geomodeling.njnu.edu. 
cn/). 

4.4. Task design and servers’ deployment 

In this study, we deployed 3 servers to support task operation. The 
details of these servers are shown in Table 3. These servers are equipped 
with different environments to satisfy different requirements of model 
services. For example, the model service RandomForest_train needs 
Sklearn and GDAL; thus, server C needs to install Sklearn and GDAL for 
RandomForest_train, and users in the same web environment can invoke 
it. Furthermore, this design can balance task loads among different 
servers. After deployment, with the help of the sim-task operation 
interface, the steps of the whole experiment are implemented as follows:  

a) Process the daily meteorological data from 1/1/2014 to 12/31/2014 
using the IDW_Extract or Kriging_Extract models.  

b) Use the SitesPicking model to randomly split the sites into a training 
site and a validation site. 

Fig. 10. The distribution of air observation sites, national sites for meteorological data, and land cover in and around Beijing.  
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c) Combine meteorological data with PM2.5 concentration data and 
land cover data, and then split them into a training dataset and a 
validation dataset by the RandomForest_Preprocess model.  

d) Train the model using the RandomForest_train model to construct the 
predicting model.  

e) Apply the trained model to predict the PM2.5 concentration using 
the RandomForest_predict_validation model, and validate the results by 
R2 and RMSE. 

Due to the splitting of random sites for training and validation, this 
study ran the simulation 10 times by each interpolation method to 
explore the stability of the simulation, and they shared same training 
sites and validation sites each time. After model description, encapsu-
lation and deployment, users can utilize 167 lines of codes for whole 
simulation and model switching, whereas interpolation methods can 
only change serval lines. 

5. Results 

The whole experiment comprised 10 independent simulations for 

each interpolation method, and each simulation had different air 
observation sites for training and validation; they are listed in the sup-
plementary information, Appendix B. The R2 for each simulation is listed 
in the supplementary information, Appendix C. The boxplot of the R2 for 
each simulation is shown in Fig. 12(a), and the boxplot of the RMSE is 
shown in Fig. 12(b). The R2 of IDW ranges from 0.808 to 0.904, and the 
kriging ranges from 0.815 to 0.921. The RMSE of IDW ranges from 
23.375 to 33.576, and the kriging ranges from 21.234 to 33.108. The 
average values of R2 and RMSE are 0.866 and 27.894 for IDW, and those 
of R2 and RMSE are 0.878 and 26.572 for kriging. The average and 
median values of R2 of kriging is higher than those of IDW, and the 
RMSE of kriging is lower than IDW for these values in general. With 
different training sites and validation sites in 10 independent simula-
tions, kriging performed better than IDW in nine simulations. The results 
show that the simulations are better and more stable with kriging than 
with IDW. 

The importance of predictor variables in all simulations based on 
IDW and kriging is listed in the supplementary information, Appendix D. 
The importance of predictor variables in all simulations shown in 
Fig. 13, and the average importance ranking is shown in Fig. 14. As 

Fig. 11. Roadmap for the experiment.  
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shown in Figs. 13 and 14, both IDW and kriging have similar key pre-
dictors in simulation. For example, evaporations (small[evamin], large 
[evamax]) and RH (average[rhmean], minimum[rhmin]) are top- 
ranking variables in both IDW average and kriging-based simulation. 
The other predictors (including maximum/minimum/average temper-
ature[tmpmax, tmpmin, tmpmean], sunshine duration[sd], maximum/ 
average wind speed[windmax, windmean], precipitation[pcp], 
maximum/minimum/average pressure[prsmax, prsmin, prsmean], and 
land cover[landuse]) rank similarly. In contrast to IDW, wind speed 
ranks higher than precipitation, and average temperature ranks higher 
than minimum temperature and sunshine duration in kriging. 

6. Discussion 

6.1. Methods and dataset 

The goal of this research was to design set of service-oriented in-
terfaces for sharing simulation resources to enable simulations to be 
executed on the web. With this interface design and the use of meteo-
rological data and land cover data, this research finished the PM2.5 
concentration distribution simulation with relatively high mean R2 

values (0.866 and 0.878) in different interpolation methods for meteo-
rological data (IDW and kriging). IDW and kriging are interpolated 
methods for sites data, which have been demonstrated to be useful in 
meteorological data interpolation (Meng et al., 2018; Xue et al., 2019). 
As a result, the kriging interpolation would be better for random forests 
in PM2.5 distribution simulation with higher R2 and lower RMSE values. 
However, the importance ranking between these two kinds of simulation 
seems to be similar, which may be caused by the small scale of the study 
area and fewer meteorological sites. 

Land cover data contributed less to the distribution prediction in one 
year. Compared with daily PM2.5 data, land cover data are fixed pre-
dictors that are only distributed in space. However, some studies have 
suggested that land cover data are useful in PM2.5 prediction on a larger 
scale (China and U.S.) and longer time (2005–2016 or 2005–2015) by 
the Random Forest model (Chen et al., 2018; Meng et al., 2018). 
Furthermore, the land cover cell cannot consider the surrounding 
environment. It expresses only the value in itself, not related sur-
rounding cells. Thus, land cover data applying a regional scale or a 
larger study area or longer time could provide better results. Land cover 
cells, which contain more surrounding information, could also have a 
higher contribution in the simulation. 

The evaporation and RH are shown to be substantially more 
important in the prediction. Previous studies have revealed that RH has 
an excellent correlation with PM2.5 concentration and is one of the key 
indicators in static-stability air days from 2013 to 2015 in Beijing (Zhang 
et al., 2015; Yin et al., 2016; Wang et al., 2018). Ma et al. (2017) has 
suggested that when the RH is very high, the air is stagnant and poor air 
flowability hinders the spreading of PM2.5. For evaporation, it has been 
proved that the rate of evaporation is mainly dependent on the airflow 
velocity in wind tunnel measurements and to RH and temperature 
(Raimundo et al., 2014). Another study has indicated that higher RH can 
cause lower evaporation (McCulley et al., 2006). Thus, the evaporation 
may be inversely proportional to the PM2.5 concentration, and high 
evaporation and low evaporation can be reasonable predictors for 
PM2.5 concentration simulation. 

6.2. Flexibility of simulation configuration 

Regarding focus, some concentrate on sharing single resources and 
reuse, aiming to reduce maintenance costs and simplify popularizing the 
models. In this study, we designed interfaces for sharing and reuse of 
three types of resources. Adhering to these interfaces can make self- 
maintenance more difficult; however, it also allows users to give a 
clear description of simulation and assemble these resources into envi-
ronmental simulation tasks in a manner similar to building a Lego 
model. For example, in the experiment provided above, users can 
replace the Random Forest model by others, such as a neural network 
algorithm or other models built by experts. Alternatively, in another 
case, users can replace the IDW_Extract model by the Kriging_Extract 
model and obtain different results. Furthermore, by the choice of other 
models, providers could also furnish models with different granularities, 
thereby facilitating model wrapping of finer granularity that is more 
flexible for simulation task building. In addition, model providers may 
disassemble the comprehensive model as several small models that 
could be reused with other models to build simulation tasks. 

6.3. Roles’ classification 

The advantage of roles’ classification in the simulation task is that 
the participants may come from different domains or their own re-
sources match only their strengths (Chen et al., 2019). For example, 
some scholars and researchers at universities or research institutions are 
environmental modelers who published papers in academic journals to 
describe their models; however, they lack programming skills. Thus, 
they cannot provide both the description and model usage material, 
whereas if they collaborate with a group good at programming but less 
skilled at model description, the collaboration can provide the complete 
model resource. The other benefit of roles’ classification is that it allows 
distributed simulation resources to be reused effectively. Roles’ classi-
fication can guide the granularity of classifying simulation resources for 
a simulation task. After classification, these shared resources can act as 
components or service around the world for other users and may be 

Table 2 
List of wrapped model services.  

Model Description Dependency URLs 

IDW_ Extract Use IDW to interpolate the distribution of meteorological data 
and extract to PM2.5 sites 

ArcPy, http://geomodeling.njnu.edu.cn/modelItem/f656053 
d-6b50-480a-be00-eace059c3cd8 

Kriging_ Extract Use kriging to interpolate the distribution of meteorological 
data and extract to PM2.5 sites 

ArcPy http://geomodeling.njnu.edu.cn/modelItem/6334a2c2-da 
ba-4cab-9638-164537125d59 

SitesPicking Randomly split air observation sites for cross-validation None http://geomodeling.njnu.edu.cn/modelItem/77f44f3 
d-2419-4759-842b-a8a45781a5ae 

RandomForest_Preprocess Preprocess the data before Random Forest None http://geomodeling.njnu.edu.cn/modelItem/03fdde78-4c 
e7-49c3-aa3e-d2f7439c538c 

RandomForest_train Use random forest to train samples Sklearn http://geomodeling.njnu.edu.cn/modelItem/ee6bb96 
4-ff2c-48ba-b033-55000f6e6578 

RandomForest_predict_validation Use trained model to predict the data and validate the results Sklearn, 
GDAL 

http://geomodeling.njnu.edu.cn/modelItem/bdd0364 
a-5398-401b-816e-92753ee6eb37  

Table 3 
List of server resources.  

Server Model service Environment 

Server A IDW_ Extract, Kriging_Extract ArcPy 
Server B SitesPicking None 
Server C RandomForest_train, 

RandomForest_predict_validation, Preprocess 
Sklearn, 
GDAL  
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reused multiple times. For example, model providers may share model 
resources on the web in Nanjing, and server providers may provide 
server resources in Beijing. Therefore, model users can build simulation 
tasks with these shared resources around the world. 

6.4. Strengths of service-oriented style 

Compared with the service-oriented style, the component-based style 
can achieve better running performance and is friendlier and more 
transparent. The performance of the component-based style can be more 
effective for interactions than the service-oriented style because it does 
not consume time exchanging data and messages over the web (Goodall 
et al., 2011). Furthermore, the component-based style is friendlier and 
more transparent for model users because it would be easier to invoke 
components that run on a local machine than to invoke web services, 

and if the component is open source, it can be modified by users to 
address new requirements for simulation. 

However, increasingly more related groups and institutions are 
working on model services wrappers and publication standards based on 
the Simple Object Access Protocol (SOAP) and RESTful styles. It is due to 
the service-oriented style that can be more convenient, lightweight and 
flexible. When using the service-oriented style, model users do not need 
to copy files to their local machines; they simply invoke the web service 
URLs and obtain a service target model. Thus, service-oriented sharing is 
more suitable for distributed resources and saves hard disk space, 
memory, and local CPU usage (Huhns and Singh, 2005). Furthermore, 
providers typically impose no programming language restrictions. For 
example, Python-based components should be invoked by Python, and 
other programming languages would have more trouble to invoke them. 
Thus, the service-oriented style can reuse distributed resources on the 

Fig. 12. Box plot of the R2 and RMSE for IDW and Kriging.  

Fig. 13. Importance rankings for all variables based on IDW and kriging interpolation of meteorological data in ten independent simulation.  
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web to the greatest extent possible and avoid resource wasting. As the 
performance and reliability of the Internet increase, the current short-
ages in service-oriented style offerings will disappear. Service-oriented 
style is becoming the main trend for model sharing in environmental 
problem-solving (Goodall et al., 2011; Jiang et al., 2017; Zhang et al., 
2019a). 

Nonetheless, service-oriented architectures still have some limita-
tions, including performance and security. Initially, compared with the 
component-based and tight-coupling styles, service-oriented architec-
ture typically has performance disadvantages for running models. Web 
requests always include network latency during interactions between 
users and models or models and models. In contrast, communication 
between components or processes in the component-based style and 
tight-coupling style running on a single computer typically require less 
time. Second, service-oriented architecture exposes the related simula-
tion resources via the web so that users can access them. We need to 
balance the desire to build an open environment for simulation resource 
sharing with the need to protect the security of the simulation resources 
involved. Future research should include stronger resource security 
control during resource access. 

7. Conclusion and future work 

Based on the features of these simulation resources, this research 
analyzed the scenarios and designed a set of interfaces for simulation 
resource sharing and reuse for simulation tasks. The designed service- 
oriented interfaces can classify the simulation resources from the 
simulation task, and support simulation resource reuse, task configura-
tion and task load balancing in simulation tasks for solving environ-
mental issues on the web. With this interface design, the PM2.5 
distribution simulation, which is based on different meteorological data 
interpolations, was completed, and the simulation results were 
compared by R2 and RMSE. After simulation, we determined that 
Kriging is more suitable than IDW for meteorological data in PM2.5 
concentration simulation by the Random Forest model. However, 

simulation sharing and reuse is ongoing, and additional research topics 
will be addressed in the future:  

(1) Model information descriptions need more detailed interfaces. As 
different disciplines have developed, models are becoming 
increasingly complex, and their potential information is 
becoming increasingly rich. Such information should be 
described structurally, such as with a basic calculation grid, do-
mains, time spans, etc. Richer structural descriptions of model 
resources could support further environmental simulation appli-
cations, such as model coupling and integration, data processing 
service assembly, and collaborative modeling. For example, users 
who want to integrate two models could compare the grid in-
formation between the input and the output of these models from 
their structural descriptions.  

(2) Distributed simulation resources around the world still lack a 
central node to manage them. Even if shared on the web, these 
simulation resources could exist in different web environments. 
When these resources are shared on the web, model users can 
potentially assemble and invoke them by themselves. However, 
when the resources exist in different web environments, it may be 
difficult for model users to access them. Hence, a model user may 
not be able to access a suitable resource because of the lack of a 
central management node. 
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